Automated classification of pre-defined movement patterns: A comparison between GNSS and UWB technology
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Abstract. Advanced real-time location systems (RTLS) allow for collecting spatio-temporal data from human movement behaviours. Tracking individuals in small areas such as schoolyards or nursing homes might impose difficulties for RTLS in terms of positioning accuracy. However, to date, few studies have investigated the performance of different localisation systems regarding the classification of human movement patterns in small areas. The current study aims to design and evaluate an automated framework to classify human movement trajectories obtained from two different RTLS: Global Navigation Satellite System (GNSS) and Ultra-wideband (UWB), in areas of approximately 100 square meters. Specifically, we designed a versatile framework which takes GNSS or UWB data as input, extracts features from these data and classifies them according to the annotated spatial patterns. The automated framework contains three choices for applying noise removal: (i) no noise removal, (ii) Savitzky Golay filter on the raw location data or (iii) Savitzky Golay filter on the extracted features, as well as three choices regarding the classification algorithm: Decision Tree (DT), Random Forest (RF) or Support Vector Machine (SVM). We integrated different stages within the framework with the Sequential Model-Based Algorithm Configuration (SMAC) to perform automated hyperparameter optimisation. The best performance is achieved with a pipeline consisting of noise removal applied to the raw location data with an RF model for the GNSS and no noise removal with an SVM model for the UWB. We further demonstrate through statistical analysis that the UWB achieves significantly higher results than the GNSS in classifying movement patterns.
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1 Introduction

Advanced localisation systems have enabled capturing trajectories of moving entities providing insights in various areas such as understanding periodic behavioural patterns [2], pedestrian movement dynamics [27], and anomaly detection [33]. Using such positioning systems in enclosed spaces helps uncover social dynamics information, for instance by tracking the movement behaviours of children in a schoolyard during recess [20, 25] or the elderly in nursing homes [18, 23].

Global Navigation Satellite Systems (GNSS) are one of the most recently used localisation systems which demonstrated strong promises in urban computing and transportation [6, 8]. However, a GNSS might not provide the desired positioning accuracy in small areas such as schoolyards and nursing homes. Namely, under ideal circumstances, GNSS devices can achieve a positioning accuracy of approximately 2-3 meters [7, 35], and the positioning error can deteriorate up to 20 meters or more due to, for instance, multi-path or ionospheric scintillation [7, 14]. To mitigate this problem, several studies [16, 21, 24] have demonstrated promising results regarding the positioning accuracy through Ultra-wideband (UWB) technology by reporting positioning accuracies between a 10-15 cm range.

In addition to positioning, GNSS and UWB trajectories can be used to analyse human movement behaviour and unravel complex spatio-temporal patterns. Extracting these patterns can provide useful insights in, for instance, children’s use of space and interactions with the schoolyard environment during recess [25] and the development of personalised geofences for elderly people suffering from Alzheimer’s disease [18]. However, to the best of our knowledge, there is no study directly comparing the performance of these two technologies in a movement pattern classification task.

To address this gap, the current paper aims to design an automated framework to classify pre-defined human movement patterns collected with GNSS and UWB technologies and to evaluate their respective classification performances. We will address the following questions: (i) How to design an entire pipeline to collect and annotate the GNSS and UWB spatial-temporal data, pre-process and classify them correctly? (ii) How to select the optimum hyperparameter configurations for the data segmentation, noise removal and classification stages within the pipeline which result in the best performance? (iii) Which technology, GNSS versus UWB, achieves higher results in terms of movement pattern classification in small areas of approximately 100 square meters? Moreover, this paper contains the following contributions:

- We collected and introduced a GNSS and a UWB data set both consisting of 104 trajectories based on 4 annotated pre-defined human movement patterns.
- We designed an automated framework which aims to correctly classify pre-defined movement patterns collected with GNSS and UWB technology. The automated framework contains three options for applying noise removal: (i) no noise removal, (ii) Savitzky Golay filter on the raw location data [8] or (iii) Savitzky Golay filter on the extracted features [6] as well as three options regarding the classification model: Decision Tree (DT), Random Forest (RF) or Support Vector Machine (SVM).
We performed hyperparameter optimization to automate the full trajectory processing pipeline, including data preparation, noise removal and classification stages for both UWB and GNSS trajectories.

The remainder of this paper is organized as follows: In Section 2, we give a brief overview of related works. Section 3 contains the overview of our method. The details of our experiments and the evaluation of the proposed method are presented in Section 4. Lastly, the conclusion and future research directions are discussed in Section 5.

2 Related works

Recent studies compared the positioning accuracy of GPS and UWB data within the sport domain [4, 38]. Waqar et al. [38] compared the positioning accuracy from a GPS and a UWB system on a tennis field. Based on their quantitative analysis, the authors concluded that UWB outperforms GPS in terms of localisation accuracy [38]. In the study of Bastida et al. [4], the two technologies were assessed on a soccer field where the UWB system proved to achieve higher localisation accuracy compared to the GPS system [4]. Despite the interesting results found in these two studies on positioning accuracy and performance, they do not directly address movement pattern classification tasks performed through GNSS and UWB systems.

Several studies focused on classification of transportation modes via GPS trajectories by designing a competitive framework with classical machine learning algorithms [8], and one with a Convolutional Neural Network [6]. Another interesting framework which clustered basic patterns via deep representation learning is proposed in the work of Yao et al. [40]. However, the aforementioned three studies [6, 8, 40] are restricted to GNSS trajectories as input and not adapted to UWB trajectories, and secondly, hyperparameters present within each respective framework are either determined manually or without motivation and do not include automated hyperparameter optimization.

3 Methodology

In this section, we first introduce the general outline of the automated framework (see Figure 1). Next, we discuss the following parts of the automated framework in more detail: raw trajectories, data preparation, features, trajectory features, noise removal and normalization.

3.1 Automated framework

The proposed automated framework, depicted in Figure 1, inspired by Etemad et al. [8], automatically takes raw discrete trajectories collected with GNSS or UWB technology as input, pre-processes the raw spatio-temporal data and feeds the obtained data to a classifier. Additionally, we investigated the effect of a noise
removal filter, i.e., Savitzky Golay filter which is discussed in Section 3.1, on the performance of the entire automated framework by implementing three pipeline configurations in parallel: (i) extracting features without applying noise removal, (ii) applying a Savitzky Golay filter directly on the raw location data [8] or (iii) extracting features from the raw spatio-temporal data followed by applying a Savitzky Golay filter on the extracted features [6]. The parallel configurations are denoted by green, red and blue lines in Figure 1, respectively. Furthermore, the automated framework includes three classification algorithms: DT, RF or SVM. In this respect, the automated framework yields nine possible pipeline configurations.

Fig. 1: Automated framework, inspired by Etemad et al. [8], which takes raw spatial-temporal data from GNSS and UWB systems and ultimately learns from the corresponding annotated movement patterns. Applying no noise removal, the Savitzky Golay filter on the raw location data and the Savitzky Golay filter on the features are indicated by the green, red and blue lines, respectively.

As indicated in Figure 1, the automated framework contains 7 distinct steps: 1) raw trajectories, 2) data preparation, 3) features, 4) noise removal, 5) trajectory features, 6) normalization and 7) classification. These steps, except for the classification stage, are explained in detail in the following subsections.

**Raw trajectories:** Raw trajectories are acquired from localisation systems (i.e., GNSS and UWB) within R timestamps. Each discrete raw trajectory $traj$ contains the spatio-temporal list of points of one moving object as follows:

$$traj = \{ P_1, P_2, ..., P_R \}, \quad P_r = (c_{1r}, c_{2r}, t_r), \quad r \in [1, R]$$

(1)

where $P_r$ defines the 2-D position of the object at timestamp $t_r$. For GNSS trajectories each position is equal to $(c_{1r} = \text{lat}_r, c_{2r} = \text{lon}_r, t_r = t_r)$ and for UWB trajectories each position is in Euclidean space as $(c_{1r} = x_r, c_{2r} = y_r, t_r = t_r)$. The
number of positions \( R \) of the GNSS trajectory can be smaller than the number of positions \( R \) of the UWB trajectory because of the difference in data rate (1 Hz versus around 6 Hz for UWB).

**Data preparation:** The data preparation part of the automated framework involves segmenting a raw discrete trajectory \( \text{traj} \) into \( M \) segments with varying size \( R_m \). Specifically, a raw discrete trajectory \( \text{traj} \) is split into \( \text{traj} \mod M \) segments with size \( \left\lfloor \frac{\text{traj}}{M} \right\rfloor + 1 \) and the remaining segments with size \( \left\lfloor \frac{\text{traj}}{M} \right\rfloor \).

Therefore, the segments do not overlap time-wise. The whole set of segments covers the trajectory:

\[
\text{traj} = \{\text{traj}_1, \text{traj}_2, ..., \text{traj}_M\}
\]  

**Features:** From each segment of a GNSS or a UWB trajectory, we extract three features: average velocity, change of velocity and change of angle since these features capture alternations of movement behaviours [40]. Regarding a GNSS trajectory segment, each record \( r \in [1, R_m] \), where \( R_m \) refers to the total number of records within this GNSS trajectory segment, contains the GNSS coordinates in \((\text{lat}_r, \text{lon}_r)\), and the corresponding timestamp \( t_r \), from which the average velocity is computed as follows:

\[
v_r = \frac{\text{haversine}((\text{lat}_{r+1}, \text{lon}_{r+1}), (\text{lat}_r, \text{lon}_r))}{t_{r+1} - t_r}, \quad v_1 = 0
\]  

where \( v \) represents the average velocity, \( t_r \) describes the timestamp \( r \in [2, R_m] \) indicates a single record of a trajectory segment and \( \text{lat}_r \) and \( \text{lon}_r \) denote the latitude and longitude, respectively. By first converting the latitude and longitude coordinates to an Euclidean plane projected on the surface of the earth, the haversine function determines the Euclidean distance between two consecutive GNSS points.

Additionally, we computed the angle between two subsequent GNSS points by:

\[
X_r = (0, \text{lon}_r), \quad X_{r+1} = (0, \text{lon}_{r+1}), \quad Y_r = (\text{lat}_r, 0), \quad Y_{r+1} = (\text{lat}_{r+1}, 0) \quad (4)
\]

\[
a_r = \arctan2(\text{haversine}(Y_{r+1}, Y_r), \text{haversine}(X_{r+1}, X_r)), \quad a_1 = 0 \quad (5)
\]

where \( a_r \) denotes the angle between record \( r + 1 \) and \( r \) and \( r \in [2, R_m] \).

For each discrete UWB trajectory segment, a single record, \( r \in [1, R_m] \), where \( R_m \) refers to the total number of records within this UWB trajectory segment \( m \), contains the position of an active tag in \((x_r, y_r)\) coordinates with corresponding timestamp \( t_r \). We computed the average velocity \( v_r \) according to the following equations:

\[
v_r = \frac{d_r}{t_{r+1} - t_r}, \quad v_1 = 0, \quad d_r = \sqrt{(x_{r+1} - x_r)^2 + (y_{r+1} - y_r)^2}
\]  

where \( x \) and \( y \) denote the \( x \) and \( y \) coordinates, respectively. \( d_r \) refers to the Euclidean distance between record \( r + 1 \) and \( r \) and \( r = [2, R_m] \). Besides, the angle between two consecutive UWB points is calculated as follows:

\[
a_r = \arctan2((y_{r+1} - y_r), (x_{r+1} - x_r)), \quad a_1 = 0
\]  

(7)
Regarding the three features: average velocity, change of velocity and change of angle, we computed the average velocity of the discrete GNSS trajectory segments with Equation 3 and for the discrete UWB trajectory segments with Equations in 6. For both the discrete GNSS and UWB trajectory segments, we computed the change of velocity and change of angle for two subsequent records as follows:

\[ v_{\Delta r} = v_r - v_{r-1}, \quad v_{\Delta 1} = 0 \]  
\[ a_{\Delta r} = a_r - a_{r-1}, \quad a_{\Delta 1} = 0 \]

where \( v_{\Delta r} \) denotes the change of velocity and \( a_{\Delta r} \) represent the change of angle, both for \( r \in [2, R_m] \).

**Trajectory features:** We utilized statistical measures which provide information about the entire trajectory \( traj \) or about segments \( traj_m \) of the trajectory in question as described by Etemad et al. [8]. In this respect, we selected these features to gain global information about the (segment) trajectories. For the whole (segment) trajectory, 5 global features [8] per set of extracted features were derived: the minimum, maximum, mean, median, and standard deviation. Additionally, we computed 5 local features [8] per set of extracted features: five percentiles (10, 25, 50, 75, 90). Hence, the global trajectory is extended with 3 extracted features x 5 statistical measures, while a local trajectory segment is extended with 3 extracted features x 5 percentile measures.

**Noise removal:** Since both RTLS use electromagnetic waves, the collected trajectories might include positional errors due to e.g., conductors (e.g., metal and water), air humidity, multi-path interference and battery levels [7, 14, 16, 28]. A promising candidate is the Kalman Filter [3, 13, 15] that has been used for several purposes such as noise removal. However, according to Kennedy [15], the Kalman Filter can only find an optimal solution if the noise within a signal is normally distributed. Given that the shape of the underlying noise distribution of the raw spatio-temporal data or the extracted features is unknown [6], the Kalman Filter might not provide optimal results in terms of noise removal. The Savitzky Golay filter mitigates this issue since it does not assume a distribution of the signal’s noise [6, 15]. Another advantage is that the pattern of the original signal will be maintained after applying the Savitzky Golay filter [6]. Therefore, the Savitzky Golay filter [31] is adopted in the noise removal stage.

This filter selects a subset of data points around the target point defined by the sliding window size and fits a polynomial on the respective subset [32]. As a final step, the target point gets substituted for the computed outcome of the polynomial [32]. Both the sliding window and the degree of the fitted polynomial are crucial hyperparameters, which will be further discussed in Section 3.2.

**Normalization:** Min-max normalization transforms all features into the range \([0,1]\) by mapping the lowest value to 0, the highest value to 1 and the remaining
values between 0 and 1. In this way, all generated features will be projected to the same range ([0, 1]), while the relationship between the original feature set values is preserved [12].

3.2 Automated hyperparameter optimisation

Previously mentioned studies [6, 8, 40], which inspired our design of the automated framework, manually performed hyperparameter Optimisation (HPO). A manual approach demands a thorough understanding regarding the impact of each hyperparameter and can become a time-consuming and inefficient task which might result in less optimal and accurate outcomes [9]. In the current study, Sequential Model-based Algorithm Configuration (SMAC) [19] is adopted to make the HPO automated for the data preparation, noise removal, and classification stages.

SMAC is a general-purpose HPO library based on the Bayesian optimization framework [19]. It allows for optimizing various types of hyperparameters (i.e., categorical, numerical and conditional). When dealing with a full pipeline, flexibility regarding the implementation of hyperparameter types is extremely crucial. Notably, design choices such as the search space benefit from the hyperparameter type flexibility provided by SMAC. Thereby, SMAC includes the option to define conditional hyperparameters which allow for selecting, for instance, the type of machine learning algorithm.

3.3 Selection of hyperparameters

To optimize the pipeline, we need to define the search space incorporating all hyperparameters. First, the data preparation stage contains a hyperparameter that specifies the segmentation size of each discrete trajectory \( traj_m \). Second, two hyperparameters are present in the noise removal stage: one that determines the respective sliding window-size of the targeted data points and another one which optimizes the degree of the fitted polynomial. Last, in the classification stage, we automatically let the hyperparameters of each respective classifier be optimized. Via SMAC, we aim to achieve higher classification performances assessed with the used score metrics in this study. Detailed information about the hyperparameters and their respective types and value ranges are described in Table 1.

4 Experiments

In this section, first, the data collection sessions under controlled conditions are described. Next, the performance metrics to assess each pipeline configuration and the experimental settings including the bootstrapping protocol are introduced. Finally, we will report and interpret the obtained results in our experiments. All
experiments are implemented in Python 3.9.7\(^5\) with scikit-learn 1.0.2\(^6\), SciPy 1.7.1\(^7\) and SMAC1.3.3\(^8\). The source code from this study is available on GitHub\(^9\).

### 4.1 Data sets

We collected spatio-temporal GNSS data points (i.e., a list of \((\text{longitude}, \text{latitude}, \text{timestamp})\)) with an 1 Hz sampling rate using a Samsung Galaxy Tab A7 (2020) SM-T500 64 GB tablet \(^{30}\) and the Sensor Logger software\(^{10}\). We used the Pozyx Creator Kit \(^{29}\) to collect UWB data points (i.e., a list of \((x, y, \text{timestamp})\)) with an average sampling rate of 5.91 Hz per active tag. All practical details regarding the GNSS and UWB system configurations and the UWB implementation are described in \(^{17}\).

During the data collection sessions, we adopted the same movement patterns as Yao et al. \(^{40}\), i.e., \textit{Straight} and \textit{Circling} and further extended the \textit{Bending} pattern by defining two new patterns: \textit{S-Shape} and \textit{U-Shape}, as represented in Figure 2. We opted for the \textit{S-Shape} and \textit{U-Shape} as \textit{Bending} patterns since they can be composed of parts of the \textit{Straight} and \textit{Circling} patterns, resulting in four different classes to be recognized, and making the classification task more challenging.

![5 minutes of raw S-Shape data collected in a garden.](a) S-Shape

![5 minutes of raw U-Shape data collected in a garden.](b) U-Shape

**Fig. 2:** Visualizations of 5 minutes of (a) \textit{S-Shape} and (b) \textit{U-Shape} patterns collected via UWB technology.

We collected trajectory data consisting of the movements of four adults who walked a single pattern continuously for 5 minutes by holding a GNSS and a UWB

---

5. https://www.python.org
6. https://scikit-learn.org
7. https://docs.scipy.org
recording device. In this respect, we obtained two data sets each consisting of 19 Straight, 25 circling, 30 S-Shape and 30 U-Shape movement patterns, resulting in a total of 104 5-minute-long discrete GNSS and another 104 5-minute-long UWB trajectories.

4.2 Performance metrics

Four performance metrics were implemented to assess the performance of the trained model on the test data set. Throughout our experiments, we considered the following four metrics: macro precision, macro recall, macro $F_1$ and Matthew’s Correlation Coefficient (MCC). We opted for the macro $F_1$ score since macro-averaging treats all four patterns on an equal basis by being insensitive to class imbalance [34]. Furthermore, the $F_1$ score represents the harmonic mean of the precision and recall. Therefore, we included the macro precision and macro recall score metrics. Thereby, we adopted an extended version of the MCC metric which applies to multi-class classification tasks [10]. This score is formulated as follows:

$$MCC = \frac{c \cdot s - \sum_k^{K} p_k \cdot b_k}{\sqrt{(s^2 - \sum_k^{K} p_k^2) \cdot (s^2 - \sum_k^{K} b_k^2)}}$$

where $c$ represents the total number of correctly predicted instances, $s$ refers to the total number of instances, $K$ is the total number of classes, $k$ refers to a single class, $b_k$ denotes the true occurrences of class $k$ and $p_k$ describes the number of times class $k$ was predicted [26]. This equation explicitly reflects that a high-performance score is correlated with the number of correctly predicted instances [11]. Additionally, the MCC is reported to be robust against potential performance bias from an imbalanced data set [5].

4.3 Experiment settings

As discussed in Section 3, the data preparation, noise removal and classifier steps within the automated framework are controlled by hyperparameters. We decided to automate the HPO process with SMAC [19]. All hyperparameters including their respective value range and type are represented in Table 1.

Although SMAC automates the HPO, it remains a time-consuming task [9] and setting no random-seed in the SMAC framework makes the optimisation non-deterministic [19]. For these reasons, we first assessed the relationship between the wallclock-time and the MCC score in order to obtain the optimum wallclock-time. Second, we implemented an adaptation of the bootstrapping protocol proposed in the work of Wang et al. [36] to obtain sufficient and fair distributions of results and apply a significance test afterwards.

The wallclock-time represents the time in seconds between starting the SMAC optimisation and terminating it. In order to find the wallclock-time SMAC needs to find near-optimal hyperparameter values, we proceeded as follows: First, we split the entire data set into 67% training and 33% test set, and then, with
Table 1: hyperparameters including their respective value ranges and types influencing the data preparation, noise removal and classifier steps within the automated framework. Given that the Savitzky Golay filter imposes an odd-sized window, we opted for a Categorical type of hyperparameter.

<table>
<thead>
<tr>
<th>Method</th>
<th>Hyperparameter</th>
<th>Value Range</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partitioning Instances</td>
<td>split</td>
<td>[1, 10]</td>
<td>Uniform Integer</td>
</tr>
<tr>
<td>Savitzky Golay filter</td>
<td>window_length</td>
<td>[1, 3, ..., 27, 29]</td>
<td>Categorical</td>
</tr>
<tr>
<td></td>
<td>polyorder</td>
<td>[1, 10]</td>
<td>Uniform Integer</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>max_depth</td>
<td>[5, 50]</td>
<td>Uniform Integer</td>
</tr>
<tr>
<td></td>
<td>min_samples_leaf</td>
<td>[1, 10]</td>
<td>Uniform Integer</td>
</tr>
<tr>
<td></td>
<td>min_samples_split</td>
<td>[2, 10]</td>
<td>Uniform Integer</td>
</tr>
<tr>
<td></td>
<td>criterion</td>
<td>[&quot;gini&quot;, &quot;entropy&quot;]</td>
<td>Categorical</td>
</tr>
<tr>
<td>Random Forest</td>
<td>n_estimators</td>
<td>[5, 100]</td>
<td>Uniform Integer</td>
</tr>
<tr>
<td></td>
<td>min_samples_leaf</td>
<td>[1, 10]</td>
<td>Uniform Integer</td>
</tr>
<tr>
<td></td>
<td>max_depth</td>
<td>[5, 50]</td>
<td>Uniform Integer</td>
</tr>
<tr>
<td></td>
<td>min_samples_split</td>
<td>[2, 10]</td>
<td>Uniform Integer</td>
</tr>
<tr>
<td></td>
<td>criterion</td>
<td>[&quot;gini&quot;, &quot;entropy&quot;]</td>
<td>Categorical</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>C</td>
<td>[0.1, 100]</td>
<td>Uniform Float</td>
</tr>
<tr>
<td></td>
<td>kernel</td>
<td>[&quot;linear&quot;, &quot;poly&quot;, &quot;rbf&quot;, &quot;sigmoid&quot;]</td>
<td>Categorical</td>
</tr>
</tbody>
</table>

increment-steps of 25 seconds, we performed 15 independent optimisation runs per wallclock-time on the pipeline configuration yielding the most hyperparameters (i.e., noise removal with an RF model). This method resulted in a wallclock-time of 500 seconds at which the highest performance reflected in the MCC score was reached. This optimal value is adopted in the bootstrapping protocol.

A single pipeline optimization within the bootstrapping protocol [36] consists of the following steps: First, we split the entire data set again into a 67% training and 33% test set after which we exclusively utilise the training set to perform the optimisation with SMAC. For the validation method, we opted for a stratified 10-fold cross-validation with an MCC score metric since k-fold cross-validation segments the training data set in folds, each containing approximately the same distribution of class labels as in the training data set [26]. Given that SMAC targets HPO as a minimisation problem [19], we aggregated over the 10 resulting performances and subtracted the outcome from 1 as an indicator of the respective pipeline configuration performance.

In this respect, we let SMAC optimise a single pipeline configuration 15 times on the training data set. Next, from the 15 generated ones, we randomly sample 5 incumbents from which we select the one yielding the lowest performance score. We repeated this process 50 times for every pipeline configuration. Subsequently, we retrained 50 models according to the 50 best-found incumbents on the training data set. Finally, we evaluated the 50 models on the independent test set and averaged over the 50 scores.
4.4 Results

In this section, we first describe the GNSS and UWB results separately. Subsequently, we compare the two technologies according to the pipelines which achieved the highest performance scores.

**GNSS results:** Via the above-mentioned bootstrapping protocol in Section 3, we optimised the nine possible pipeline configurations on the GNSS data set. The averaged scores on the test data set reflected in macro precision, macro recall, macro F₁ and MCC which are based on the 50 best-found hyperparameter settings according to the bootstrapping protocol are demonstrated in Table 2.

Table 2: GNSS results on the test data set for each pipeline configuration. The precision, recall and F₁ scores are calculated on a macro basis. The asterisk indicates that this particular pipeline configuration gives statistically higher results.

<table>
<thead>
<tr>
<th>Model</th>
<th>Noise Removal</th>
<th>precision</th>
<th>recall</th>
<th>F₁</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>no noise removal</td>
<td>48.52±3.34</td>
<td>46.38±1.86</td>
<td>45.08±2.24</td>
<td>21.08±3.14</td>
</tr>
<tr>
<td></td>
<td>noise removal on raw location data</td>
<td>37.20±11.91</td>
<td>36.48±10.55</td>
<td>34.64±11.18</td>
<td>20.94±14.39</td>
</tr>
<tr>
<td></td>
<td>noise removal on features</td>
<td>56.37±11.38</td>
<td>55.38±9.03</td>
<td>54.34±9.60</td>
<td>39.64±11.82</td>
</tr>
<tr>
<td>DT</td>
<td>no noise removal</td>
<td>46.89±5.08</td>
<td>47.30±4.47</td>
<td>44.10±5.94</td>
<td>28.83±5.72</td>
</tr>
<tr>
<td></td>
<td>noise removal on raw location data</td>
<td>62.04±4.19*</td>
<td>66.88±4.30*</td>
<td>62.31±4.18*</td>
<td>50.13±5.73*</td>
</tr>
<tr>
<td></td>
<td>noise removal on features</td>
<td>58.74±8.83</td>
<td>60.06±8.00</td>
<td>57.47±7.79</td>
<td>44.75±10.00</td>
</tr>
<tr>
<td>RF</td>
<td>no noise removal</td>
<td>46.10±4.14</td>
<td>47.03±3.84</td>
<td>44.33±4.61</td>
<td>27.46±5.36</td>
</tr>
<tr>
<td></td>
<td>noise removal on raw location data</td>
<td>59.10±7.81</td>
<td>59.21±4.94</td>
<td>57.25±6.12</td>
<td>44.89±7.00</td>
</tr>
<tr>
<td></td>
<td>noise removal on features</td>
<td>55.96±7.15</td>
<td>55.14±6.31</td>
<td>53.63±7.26</td>
<td>38.46±8.04</td>
</tr>
<tr>
<td>SVM</td>
<td>no noise removal</td>
<td>46.10±4.14</td>
<td>47.03±3.84</td>
<td>44.33±4.61</td>
<td>27.46±5.36</td>
</tr>
<tr>
<td></td>
<td>noise removal on raw location data</td>
<td>59.10±7.81</td>
<td>59.21±4.94</td>
<td>57.25±6.12</td>
<td>44.89±7.00</td>
</tr>
<tr>
<td></td>
<td>noise removal on features</td>
<td>55.96±7.15</td>
<td>55.14±6.31</td>
<td>53.63±7.26</td>
<td>38.46±8.04</td>
</tr>
</tbody>
</table>

We performed a statistical significance test with a significance level of 0.05 as described in the work of Wang et al. [37] to determine if a certain pipeline configuration gave statistically higher performance than another one. First, we checked if the underlying distribution of each set of 50 performance scores was uniformly distributed. By performing an Anderson-Darling test [1], we concluded that the sets were not sampled from a Gaussian distribution. Given that the distributions were extracted from the same population, we decided to utilise the non-parametric Wilcoxon signed-rank test [39].

Based on Table 2, the pipeline configuration yielding noise removal on the raw location data in combination with an RF model gives statistically higher results for the precision, recall, F₁ and MCC scores than the other possible pipeline combinations. Thus, for the GNSS, the highest performance over all four score metrics was achieved with a pipeline configuration yielding noise removal on the raw location data in combination with an RF model. Additionally, the advantage of applying the Savitzky Golay filter on the raw location data or the extracted
features in terms of acquiring a higher performance accuracy is reflected in the results demonstrated in Table 2. For all four score metrics, the lowest scores were obtained with pipelines yielding no noise removal application.

**UWB results:** Analogously, we assessed the 9 pipeline configurations on the collected UWB data. The Anderson-Darling test confirmed that the sets per pipeline configuration were not Gaussian distributed. For this reason, we used the Wilcoxon signed-rank test for the statistical analysis. The averaged test data set results over the 50 independent retrained models are reported in Table 3 in which bold-faced scores again indicate the highest performance and additional asterisks refer to the pipeline configuration that performs statistically better than other pipeline configurations per metric:

<table>
<thead>
<tr>
<th>Model</th>
<th>Noise Removal</th>
<th>Metric Score</th>
<th>Metric Score</th>
<th>Metric Score</th>
<th>Metric Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>$F_1$</td>
<td>MCC</td>
</tr>
<tr>
<td>DT</td>
<td>no noise removal</td>
<td>80.28±5.19</td>
<td>79.14±5.65</td>
<td>78.87±5.83</td>
<td>71.90±7.49</td>
</tr>
<tr>
<td></td>
<td>noise removal on raw location data</td>
<td>78.97±7.20</td>
<td>76.99±8.01</td>
<td>75.96±9.01</td>
<td>70.02±10.61</td>
</tr>
<tr>
<td></td>
<td>noise removal on features</td>
<td>74.24±10.24</td>
<td>69.22±13.04</td>
<td>68.89±14.04</td>
<td>60.81±16.26</td>
</tr>
<tr>
<td>RF</td>
<td>no noise removal</td>
<td>86.78±1.95</td>
<td>86.00±2.52</td>
<td>85.87±2.35</td>
<td>81.39±3.01</td>
</tr>
<tr>
<td></td>
<td>noise removal on raw location data</td>
<td>85.78±5.76</td>
<td>89.11±3.87</td>
<td>85.31±6.53</td>
<td>82.90±7.07</td>
</tr>
<tr>
<td></td>
<td>noise removal on features</td>
<td>83.15±5.54</td>
<td>71.15±11.00</td>
<td>68.72±13.18</td>
<td>67.73±11.74</td>
</tr>
<tr>
<td>SVM</td>
<td>no noise removal</td>
<td>89.74±1.64</td>
<td>87.24±3.09</td>
<td>85.92±3.60</td>
<td>82.85±3.91</td>
</tr>
<tr>
<td></td>
<td>noise removal on raw location data</td>
<td>89.95±3.54</td>
<td>86.21±6.73</td>
<td>84.99±8.11</td>
<td>82.32±8.05</td>
</tr>
<tr>
<td></td>
<td>noise removal on features</td>
<td>89.68±3.51</td>
<td>83.17±7.83</td>
<td>83.82±8.23</td>
<td>80.01±8.87</td>
</tr>
</tbody>
</table>

Based on Table 3, we can conclude that (i) noise removal on the raw location data with an SVM gives the highest results for the precision, (ii) noise removal on the raw location data with an RF gives the highest results for the recall, and (iii) no noise removal with an SVM gives the highest results for the $F_1$ and MCC. However, these particular pipeline configurations are not statistically the ones with the best performance per score metric. Therefore, we opted for the pipeline configuration that yields the highest results across the majority of score metrics, which is the configuration consisting of no noise removal in combination with an SVM.

**Comparison between GNSS and UWB:** Regarding the GNSS, we concluded that the pipeline configuration containing noise removal on the raw location data with an RF model gave the highest performance results for all four performance metrics based on Table 2. As for the UWB, we concluded that the pipeline configuration consisting of no noise removal with an SVM model gave the highest performance results for the majority of performance metrics (i.e., $F_1$ and MCC)
based on Table 3. Therefore, we decided to compare the GNSS versus the UWB technology based on these respective pipeline configurations. Given that the sampled results per pipeline configuration are not uniformly distributed and we want to compare samples from two different populations, we opted for the non-parametric Mann-Whitney U test [22] with a standard confidence level of 95%.

For the precision, we observed a positive effect for the UWB with a significance level of 99%. As for the recall, an identical positive effect for the UWB could be observed yielding a significance level of 99%. Regarding the $F_1$ score, a positive effect could be observed in favour of the UWB with a significance level of 99%. Likewise, for the MCC metric, a positive effect with a significance level of 99% was present for the UWB. Thus, the UWB pipeline statistically outperforms the GNSS pipeline across all four score metrics.

5 Conclusion and further research

In this study, we designed and evaluated an automated framework to classify pre-defined human movement patterns collected with GNSS and UWB technology. The automated framework takes raw spatio-temporal data from both the GNSS and UWB systems, pre-processes this raw data to compute segments as well as global and local features, and at the end classifies the data into the pre-defined trajectory movement patterns. The automated framework allows for splitting the original trajectory into segments and applies three options for noise removal: (i) no noise removal, (ii) Savitzky Golay filter on the raw location data or (iii) Savitzky Golay filter on the extracted features, and three options for classification algorithms: (i) DT, (ii) RF or (iii) SVM. Additionally, we collected a total of 104 5-minute-long discrete GNSS and similar discrete UWB trajectories consisting of 4 unique movement patterns. Based on these collected discrete trajectories, we tested nine different pipeline configurations of our automated framework via a bootstrapping protocol to assess which one yielded the best performance. The hyperparameter optimisation was automated by the SMAC method.

For the GNSS technology, we achieved the highest performance with a pipeline consisting of noise removal applied on the raw location data in combination with an RF model. Regarding the UWB technology, the pipeline with no noise removal in combination with an SVM model gave the highest performance for the $F_1$ and MCC score metrics. We compared these two pipeline configurations and concluded, based on a significance level of 99% , that UWB achieved significantly better than GPS in classifying the pre-defined movement patterns in areas of approximately 100 square meters.

The movement patterns were limited to only four basic pre-defined movement patterns in our experiments. In future work, we could include more data with various complex movement patterns to make the pipeline configuration more applicable to real-life complex human movement behaviour. Thereby, a larger amount of trajectory data collections could enable future studies to investigate the use of more advanced classification models based on Recurrent Neural Net-
works (RNN). Local trajectory shape recognition could also be the solution to identify more complex trajectories. Here, sequence labelling can play a role to learn algorithms capable of classifying sequential patterns such as LSTM’s, to recognize typical behaviour of humans based on long-lasting complex trajectories. Furthermore, in real-world scenarios, movement pattern data might not always include the ground truth. Thus, further research might explore the use of unsupervised classification algorithms [40], instead of supervised algorithms, to cluster trajectories in various patterns. Finally, the usage of additional sensors such as an accelerometer and a gyroscope might improve the performance of GNSS and UWB systems.
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