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Multi-objective games model scenarios in which decision makers are confronted
with multiple, possibly conflicting, objectives and have many real-world applica-
tions, from environmental policy-making [4] to counterterrorism [12]. We study
Multi-Objective Normal-Form Games (MONFGs) [1], which are normal-form
games with vectorial payoffs. We take a utility-based approach [7], assuming a
utility function for every player. Utility for mixed strategies can be defined in
two distinct ways [6]. We may scalarise all payoff vectors a priori, which is known
as the Expected Scalarised Returns (ESR) criterion. Alternatively, we can apply
the Scalarised Expected Returns (SER) criterion by computing the utility from
expected payoff vectors [5]. We first contribute two new theorems relating Nash
equilibria under both criteria. Second, we contribute four novel communication
protocols for learning agents in MONFGs.

1 Theoretical Contributions
We provide insight into the game-theoretic dynamics of multi-objective games,
by analysing under what conditions the sets of Nash equilibria [3] under SER
and ESR have similar properties or shared elements. We show our first major
result in Theorem 1.

Theorem 1. For a given MONFG, the sets of Nash equilibria under SER and
ESR may have different cardinality and be disjoint.

Next, we study necessary conditions for which preservation of Nash equilibria
under both optimisation criteria can be guaranteed. Our main contribution is
stated in Theorem 2.

Theorem 2. For a given MONFG with convex utility functions, the sets of pure
strategy Nash equilibria under SER and ESR are equal.

We have since generalised this result to quasiconvex utility functions. More-
over, we have built upon these results to provide theoretical contributions in
alternative settings and an algorithm which provably computes all pure strategy
Nash equilibria in MONFGs given quasiconvex utility functions [10].
⋆ Results from this thesis [8] have been published in [10,11].
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(a) None
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(b) Cooperative action
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(c) Self-interested action

Fig. 1: Results for the communication protocols on a benchmark game.

2 Learning With Communication
For agents to learn adequate policies in multi-objective games, we contribute
four novel communication protocols built upon the actor-critic framework [13].
Protocols were designed for cooperative settings, where agents aim to optimise
a joint policy, and self-interested settings, where agents selfishly optimise their
policies. Taking inspiration from Stackelberg games [2], we designate one agent
as the leader and the other as the follower and switch these roles after every
episode. We summarise each protocol below.

Cooperative Action Communication: The leader samples an action from
their policy and commits to this publicly. The follower uses this commitment to
update their own policy in the direction of a best-response. We find that players
converge to their final joint policies faster and show this empirically in Fig. 1b.

Self-Interested Action Communication: The leader commits to an ac-
tion according to a separate leader policy. The follower learns a best-response
policy to each opponent action. This leads to the emergence of cyclic policies and
cyclic equilibria [14], resulting in rapidly oscillating utility (Fig. 1c). Recently,
we expanded on this both theoretically and algorithmically [9].

Cooperative Policy Communication: The leader commits to their policy,
allowing the follower to condition their policy on this commitment. Results were
similar to those for protocol 1.

Hierarchical Communication: Agents learn a policy consisting of two
layers. In the top-layer, the leader determines whether to communicate or not.
In the bottom-layer, either a no communication protocol or one of the prior
communication protocols is followed. The follower responds with the same lower
level policy. We find that learned policies depend on the characteristics of the
underlying game as well as hyperparameters used while training

We hope that our contributions will further the applicability of multi-objective
games in practice, as well as pave the way for further theoretical advancements.
We also aim to extend our results to partially observable and sequential settings.
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