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Federated learning (FL) is a promising approach that allows a network of
autonomous organizations facing the same machine learning task to collabora-
tively train a global model that provides better predictive performance for all
participants without requiring sensitive data sharing [1]. FL is classified into
different scenarios based on the data partitioning among clients/organizations,
i.e., horizontally or vertically. Horizontal federated learning (HFL), also known
as homogeneous FL, refers to the scenario where clients have data with the same
features but differ in the number of samples in their data. On the other hand,
vertical federated learning (VFL) is used in scenarios where the clients possess
different features of the same samples of data. Even though FL has addressed
the issue of collaboration without compromising privacy, the repetitive updating
of models during training creates significant communication overhead. Most re-
search on communication-efficient FL [2–6] has primarily focused on the issue of
large communication rounds or bandwidth in the HFL environment. However,
adequate solutions are still lacking in vertically federated settings. In recent
work [7], we introduced a communication-efficient vertical federated approach
which uses a feature extraction technique to compress local data of clients. The
compressed data from the clients are then aggregated to train the final machine
learning model. As a result, clients collaborate by sharing compressed (latent)
representations of their raw data without jeopardizing their privacy and security.
In addition, the entire process is limited to a single communication round.

In a vertical federated setting, clients possessing relevant disjoint data are in-
terested in training a global machine learning model without exposing their raw
data to each other. One of the clients is assumed to have labeled data (guest
party) and the rest (host parties) have unlabeled data. The objective of the guest
party/client is to be able to use the data from the host parties/clients in order
to perform better predictions for incoming new data, without compromising the
privacy of data for itself as well as for other clients. The proposed method, as
shown in Figure 1, is based on feature extraction techniques that reduce the
dimensionality of data by removing redundancy. The feature extraction meth-
ods generally obtain new generated features by combining and transforming the
original feature set, thus giving it a new latent representation. The first step of
the proposed method begins with performing feature extraction, also referred to
as feature compression, on the local data of each client to generate latent rep-
resentations of the local data. To perform feature extraction, we experimented
using two techniques; Principle Component Analysis (PCA) and Undercomplete
Autoencoders (AE). In the latter step, the compressed local data of the clients



are aggregated to train the global model. The latent data differ significantly from
the original data of the clients but still contain relevant important information.
As a result, sharing latent data from clients poses no risk of raw data exposure
and also improves performance.

Fig. 1: Architecture of Proposed Method

For performing experiments several datasets were chosen based on their public
availability and the number of samples & features varying from small to large,
so that the robustness of the proposed method could be evaluated. The chosen
datasets were as follows:

• Adult Income Dataset [8]
• Heart Disease Dataset [9]

• Wine Quality Dataset [10]
• Rice MSC Dataset [11]

The performance metrics (Accuracy and F1-Score) obtained through the pro-
posed method were compared against the centralized learning system and also
the guest client’s learning system using only its local data. The experimental
results using the proposed method with PCA as a feature extraction technique
showed that the aggregated model outperformed the local model of the guest
client across all datasets. In case, when autoencoders were used as the feature
extraction technique, similar results were obtained. However, in case of datasets
with large dimension, the autoencoders became lossy. The high losses of the
autoencoders indicated that the local data were not effectively compressed con-
taining most of the original information. Hence, a drop in the performance of
the aggregated model was observed. However, it is clear that if the autoencoder
losses are minimized, the proposed method will perform well, just as it did in
case of other datasets. By adding more hidden layers and properly tuning the
hyperparameters during training, the performance of the autoencoders can be
enhanced. The experimental setup and elaborate analysis of the results is avail-
able in our original paper [7].
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