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Abstract. Over the last few decades, various methods have been pro-
posed for estimating prediction intervals in regression settings, including
Bayesian methods, ensemble methods, direct interval estimation methods
and conformal prediction methods. An important issue is the validity and
calibration of these methods: the generated prediction intervals should
have a predefined coverage level, without being overly conservative. So
far, no study has analysed this issue whilst simultaneously considering
these four classes of methods. In this independent comparative study, we
reviewed the above four classes of methods from a conceptual and exper-
imental point of view in the i.i.d. setting. Results on benchmark data sets
from various domains highlight large fluctuations in performance from
one data set to another. These observations can be attributed to the vi-
olation of certain assumptions that are inherent to some classes of meth-
ods. We also illustrated how conformal prediction can be used as a gen-
eral calibration procedure for methods that deliver poor results without
a calibration step. The source code for the experiments can be found on
GitHub: https://github.com/nmdwolf/ValidPredictionIntervals.
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1 Introduction

Machine learning methods, and in particular deep learning methods, often serve
as work horses in artificial intelligence systems that have a strong impact on
the daily life of humans, such as self-driving cars [2,11], machine translation
[12,14] and medical diagnostics [3,5]. However, such systems are only accepted
by humans if they exhibit a sufficient degree of reliability. As a result, analyzing
what systems “know” and what they “don’t know” has become an important
topic of recent deep learning research, using “uncertainty quantification” and
“uncertainty estimation” as prominent buzz words [9,10,15,16].

Driven by popular application domains like computer vision and natural lan-
guage processing, most of the recent literature heavily focuses on classification
problems. Regression problems are often ignored, or at least less analyzed in such
papers. Methods for uncertainty quantification in classification and regression
problems usually differ substantially. Many traditional classification methods
produce probability estimates, whereas in regressio, most traditional methods
are so-called point predictors; they only predict one summary statistic of the
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conditional distribution. However, a point predictor cannot express how confi-
dent it is of a prediction, and typically a prediction interval is returned by more
complicated methods to quantify uncertainty, i.e. the wider the interval, the
larger the uncertainty. Such prediction intervals can be obtained by modelling
the conditional distribution in an exact or approximate manner, using for exam-
ple Bayesian methods [4,18] or ensemble methods [6,19]. Prediction intervals can
also be estimated in a more direct manner, without modelling the conditional
distribution entirely, using for example quantile regression [8] or conformal pre-
diction methods [13,17].

The estimation of prediction intervals for regression has received little attention
recently, and the last general review predates the ongoing deep learning wave [7]
(at the time of writing another review appeared with a strong focus on fuzzy
methods [1]). As a result, an up-to-date comparison of methods that generate
prediction intervals was necessary. This paper bridged that gap, by focusing on
four aspects:

i) Give an overview of the four general classes of methods that produce pre-
diction intervals: Bayesian methods, ensemble methods, direct estimation
methods and conformal prediction.

ii) Elaborate on the calibration (or validity) of prediction intervals and relate
it to data and model properties.

iii) Show how conformal prediction can be applied as a general framework to
obtain well-calibrated prediction intervals.

iv) Provide an in-depth experimental comparison of the four classes of methods,
based on their performance across a wide range of data sets.
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