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1 Motivation and Approach
Energy storage systems are crucial for providing flexibility to the power sys-

tems [2]. An important type of energy storage can be found in pipeline energy
storage, which originates from the thermal inertia of the district heating net-
work (DHN) [11]. Utilization of the pipeline energy storage decouples heat and
electricity production of a combined heat and power (CHP) production plant
[4]. Decoupling of heat and electricity enables a CHP operator to achieve profit
gain by trading electricity with an external grid at favourable moments.

To mitigate stability, feasibility, and computational complexity challenges of
previous approaches in the control of the combination of a CHP and a DHN [6,
7, 12, 3, 4], we develop a control strategy that relies on reinforcement learning.
The primary contributions of our work are: (1) we model the CHP economic
dispatch with DHN pipeline storage as a Markov decision process, (2) we empir-
ically evaluate choices for state space and reward signal construction, and (3) we
demonstrate the effectiveness of our approach when compared with an optimal
linear model without grid dynamics (LP) [1], and MINLP, an exhaustive mixed-
integer nonlinear program [6]. In this paper we introduce a Q-learning algorithm
for the DHN control by defining the action space, state space and reward signal
[10, 5, 8]. We present our RL framework in Figure 1.

2 Results and Discussion
We aim to understand the strengths and weaknesses of Q-learning compared

to previous approaches such as LP and MINLP, in particular in dealing with the
environment and model uncertainty under limited sensor information. We evalu-
ate these on four criteria: performance, feasibility, stability, and time-flexibility.
In Figure 2, we observe that both Qfull and MINLP successfully exploit fluctua-
tions in electricity price for profit gain by producing more heat when electricity
price is low, and more electricity when electricity price is high. Compared to an
optimal LP without grid dynamics, Qfull achieves a profit gain in the order of
magnitude €102, while MINLP achieves €103. However, as Qfull successfully
approximates the complex dynamics of a DHN, it results in a fewer constraint
violations than MINLP.
⋆ This extended abstract is based on a paper published at journal Energies [9].
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Fig. 1. The reinforcement learning agent–simulation environment interaction. Based
on the RL agent’s action at the time-step t, At, the simulation environment at the
time-step t + 1 outputs observations of the supply network inlet temperature τ̃ ins,t+1,
supply network outlet temperature τ̃out

s,t+1 and mass flow ˜̇ms,t+1, and reward Rt+1.
These observations form a full sfs and partial state sps Q-learning, Qfull and Qpar.

(a) (b)

Fig. 2. (a) The single-day cumulative profit for L = 4 km. (b) The single-day cumu-
lative profit for L = 12 km.

The MINLP does not find a primal bound of the model for 120 days for pipe
length 4 km and 113 days for pipe length 12 km. In contrast to the MINLP, the
Qfull provides a stable output for all evaluation days. The obtained results show
that Q-learning requires more computational power during algorithm training
but has better time scale flexibility compared to MINLP (provides the response
on unseen scenarios in a few seconds). Therefore, it is more suitable for real-time
energy markets.
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