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Abstract. For a long time, the idea of imbuing human-like intelligence
into machines and technologies has been in the collective consciousness
of human kind. Although this goal is still far from becoming a reality,
the recent advances in artificial intelligence is making it possible for sys-
tems to move one step closer to this kind of achievements. Under the
simplifying assumption that human decisions are taken according to a
Markov Decision Process, in this thesis we learn a representation of the
motivations or "reasoning" behind some specific human actions. This is
a different paradigm from standard machine learning algorithms, where
an extra layer of intelligence is added. The system is able to "mimic" hu-
man behavior (as standard supervised learning can) but it also obtains a
sense of why it is acting in such a way. This could appear like an inconse-
quential step, but models trained with this approach could (potentially)
navigate strange environments as well as familiar ones, only by applying
the "common sense" obtained in previous training.

In this thesis, we are looking to extract through the use of Inverse Rein-
forcement Learning, the "reward function" behind the actions of human
road users, and obtain a policy that allows an AI agent to maximize
its reward as it navigates through the environment. We aim to create
a system capable of reproducing human behaviour in specific road sce-
narios and traffic interactions, and deploy it in the Autonomous Driving
(AD) industry, as a component of a virtual environment able to interact
in real time with AD software, taking the place of real humans in the
simulations.

To achieve this, we implemented an advanced variant of Inverse Rein-
forcement Learning, based on adversarial training and powered by a deep
Generative Adversarial Network. The algorithm is trained using traffic
data supplied by Viscando (a Swedish company), in a collaboration aim-
ing to create a model that can be used by industry in the near future.

Most of the experiments performed with IRL algorithms do not use real
data with all the complications that it may pose. In this project we im-
plement an algorithm tailored to the characteristics of real world data,
and the goals of industry. The algorithm achieves a level of similarity to
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naturalistic data that is considered appropriate to start using in auto-
mated vehicle testing, at least at a stage of exploration.

A good portion of the variability and randomness in human behaviour is
incorporated in the mechanisms of the model, which generates trajecto-
ries that for the most part resemble real expert demonstrations. Reasons
for the situations where unwanted behaviour is present are studied.
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