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Abstract. We introduce MO-Gym, an extensible library containing a
diverse set of multi-objective reinforcement learning environments. It
introduces a standardized API that facilitates conducting experiments
and performance analyses of algorithms designed to interact with multi-
objective Markov decision processes. Importantly, it extends the widely-
used OpenAI Gym API, allowing the reuse of algorithms and features
that are well-established in the reinforcement learning community. MO-
Gym is available at: https://github.com/LucasAlegre/mo-gym.
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1 Introduction
Recent successes of Reinforcement Learning (RL) brought a significant amount
of attention to this research area. RL problems are typically modeled via Markov
decision processes (MDPs), which allow to specify an objective that the agent
should optimize. However, many real-world problems are composed of multiple—
often conflicting—objectives, which might not be trivially expressed via a single
scalar reward function [10]. As a solution, Multi-Objective RL (MORL) algo-
rithms aim at optimizing sequential decision-making problems involving multiple
objectives. Concretely, the difference between single-objective RL and MORL is
that in the latter setting, the reward function is vector-valued. Depending on
the particular preference (trade-off) of the agent for each objective, different
decision-making policies can be optimal. Hence, a MORL algorithm’s output
may be a single policy, in case the preferences are known a priori, or a Pareto
set of multiple policies, in cases where preferences are only known a posteriori [5].

As recently noticed [5,4], various benchmark problems have been proposed
to evaluate MORL methods. These benchmarks have not, however, been made
available via a standardized API or via a centralized repository. Arguably, this
has made experimental reproducibility harder, time-consuming, and error-prone.
MORL-Glue [11] is a first attempt to provide a centralized repository of MORL
benchmark implementations. However, this library has not been widely adopted
due to the fact that it is implemented in Java and targets tabular problems,
whilst the community currently focuses on using Python and deep RL.

https://github.com/LucasAlegre/mo-gym
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OpenAI Gym [3] is a standard API for designing and evaluating RL algo-
rithms, providing various benchmark environments. It is one of the most widely-
adopted implementation standards in the RL community and allows researchers
to quickly test algorithms on various problems, thus speeding up the experimen-
tal phase of algorithm design. However, its API is currently limited to single-
objective RL problems. Hence, Gym has been extended in various ways—e.g.
PettingZoo [8] for multi-agent RL and Safety Gym [7] for RL with safety con-
straints. To the best of our knowledge, no extensions of Gym for MORL have
been designed. We fill this gap by introducing MO-Gym: a standardized API for
designing MORL algorithms and benchmark domains, as well as a centralized
and extensible repository of multi-objective MDP implementations.

2 Multi-Objective Gym

MO-Gym is designed to be as close as possible to the original OpenAI Gym
API. This allows it to benefit from most of the already-existing features (e.g.,
wrappers, a construction that allows for single aspects/properties of a domain
to be modified) while extending the original API only where necessary so that
it can be extensible and support a wide-range of MORL benchmark domains.
The key difference between these two frameworks is that, in MO-Gym, the re-
ward returned after the execution of each action (i.e., after each call of the step
method) is a vector instead of a scalar. MO-Gym is available on PyPI and can
be installed via pip install mo-gym.

Environments. Currently, MO-Gym supports 14 environments commonly
used in the MORL literature—including environments with discrete and con-
tinuous state and action spaces—such as deep-sea-treasure [9,13], four-room [2],
mo-supermario [13], minecart [1], and mo-halfcheetah [12].

Wrappers. MO-Gym introduces MORL-specific wrappers such as the Lin-
earReward wrapper, which linearly scalarizes the reward function of a given en-
vironment and transforms a multi-objective problem into a standard MDP. This
makes MO-Gym directly compatible with all widely-used RL libraries compatible
with Gym such as Stable-Baselines [6].

By making MO-Gym open source and extensible—and thus open to contribu-
tions from other researchers—our hope is to provide a solid base for reproducible
research in MORL. Currently, we are also developing MORL Baselines, a library
of reliable implementations of MORL algorithms compatible with MO-Gym. We
hope our work will allow researchers to seamlessly deploy existing algorithms on
various MORL domains, speeding up experiments, facilitating algorithms com-
parisons, and being more conducive to reproducible experimental results.
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