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Abstract. The amount and complexity of generated and collected data
is rapidly growing. As a consequence, it is increasingly hard to un-
derstand the data and extract useful information. Transparency, inter-
pretability and understandability contribute towards explainability of
the data, which is crucial for the user for both efficient and effective
usage of it and trust in these data-based decisions. In this paper, we
investigate how linguistic summaries can serve as an explanation mecha-
nism for classification results. Linguistic summaries are template-based,
semi-natural language-like sentences that can verbalize these (classifica-
tion) patterns. We develop linguistic summarizations for the classification
results of two publicly available data sets and perform an initial evalua-
tion with a small group of potential users. The preliminary results look
promising.
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1 Introduction

Recent advances in information technology cause companies to discover the value
of data, resulting in more and more data being gathered with the hope of ana-
lyzing it. The amount of data is beyond human cognitive capabilities and com-
prehension skills, for instance, healthcare data double every two years [12]. To
process those data, business organizations are using many powerful data mining
and knowledge discovery methods, though they still require human understand-
ing. For this purpose, recently there is a big interest in Explainable AI methods.
There is an expectation that with those means the users can understand better
the machine-made recommendations.

One of the methods that help the users understand the large amounts of data
are linguistic summarizations [38]. However, till now, the explanatory capabilities
of linguistic summaries were investigated only to a limited extent [11]. There is
a potential for these summaries as ad hoc local explanations. Moreover, they use
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natural language, which is the only fully natural means of communication for
human beings.

Therefore, in this paper, we present the results of a proof-of-concept experi-
ment, in which we generate linguistic summaries to provide an insight into why
a certain point may have been assigned to a certain class. We use two pub-
licly available data sets, select subsequently a small number of random cases
as test cases, generate the appropriate summaries, and show them to a group
of potential users. In our questionnaire, we ask about understandability, useful-
ness, perceived trustworthiness and user satisfaction. The results clearly show
the potential of this method for future usage as verbalized explanations.

The remainder of this paper is organized as follows. First, in Section 2 more
details about the related work of both Explainable Artificial Intelligence as well
as linguistic summaries are given. Afterwards, Section 3 outlines how linguistic
summaries can be used to explain classification results. Next, Section 4 describes
how an initial evaluation is set up and conducted. Following this, Section 5
describes the results of this evaluation. Finally, Section 6 concludes this paper
and gives an outlook for future research.

2 Related Work

The following section gives a brief overview of the two research fields of Explain-
able AI (Section 2.1) as well as linguistic summaries (Section 2.2).

2.1 Explainable Artificial Intelligence

With the increased presence of machine-learning models, there is a need for un-
derstanding these models, which has resulted in emerging a new domain of Ex-
plainable Artificial Intelligence (XAI) [7, 1, 18]. Generally, the various XAI meth-
ods can be divided into two basic categories: model-agnostic XAI methods, which
can generate explanations for any type of black-box model and model-specific
XAI methods, which are designed for a particular machine-learning model. More-
over, model-agnostic methods can be further distinguished into local and global
methods, depending on whether they provide an explanation for a particular
data point or the whole data set.

A number of model-specific XAI methods have already been proposed, e.g.,
for fuzzy rule-based systems [2, 3], logical formulas [25], counterfactual facts [34,
35], knowledge representation and reasoning [8, 27, 33, 9], temporal and causal
relations in Bayesian networks [19, 26, 31], and black-box machine learning algo-
rithms [17, 24]. Regarding model-agnostic approaches, examples are Grad-CAM
[30], SHAP [23], LIME [28] or DeepLIFT [32].

In [7] the authors categorize model-agnostic XAI methods in six categories,
depending on the explanation means, namely: local explanations, local simplifi-
cation, feature relevance, explanation by example, visualizations and text expla-
nations. In this paper, we want to investigate to what extent linguistic summaries
can serve as both local and text explanations.
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2.2 Linguistic Summaries

We employ the method of a linguistic summary as proposed by Yager [40]. A
linguistic summary is a template-based sentence in semi-natural language. Typ-
ically, two protoforms (templates) are used, a simple one:

Qy’s are P (1)

and extended form:
Q Ry’s are P (2)

where Q is the quantifier, e.g. many, most, P is the summarizer, i.e., a property
of the object (or a set of those), R is the qualifier, i.e., a different object char-
acterization, and y’s are the objects to be summarized. For a database of cars,
a linguistic summary most cars are fast is an example of a simple protoform
summary, while most new cars are fast is an example of an extended protoform
summary.

The basic criterion for evaluating the quality of the linguistic summary is the
truth value T , also called the validity of a summary. One possibility to determine
its value is to employ Zadeh’s calculus [41]. In this case, the truth value for a
simple and an extended protoform is calculated respectively as:

T (Qy’s are P ) = µQ

(
1

n

(
n∑

i=1

µP (yi)

))
(3)

T (Q Ry’s are P ) = µQ

(∑n
i=1 µP (yi) ∧ µR(yi)∑n

i=1 µR(yi)

)
(4)

where µ· is a membership function of the appropriate linguistic term. More
details about linguistic summarization and different methods for the evaluation
of linguistic summaries can be found in [13].

This method has been investigated by many researchers and can summarize
different types of structured data: databases (cf. Kacprzyk et al. [22, 21]), time
series (cf. Kacprzyk et al. [20], Castillo-Ortega et al. [10]), standardand ized
texts (cf. Szczepaniak [36]), videos (cf. Anderson et al. [4–6]), sensor data (cf.
Ros et al. [29], Wilbik et al. [38, 39]), web logs (cf. Zadrożny and Kacprzyk [42])
and event logs (cf. Wilbik [37, 11]).

3 Linguistic Summaries for Explaining Classification

Our idea is that we can use linguistic summaries as local explanations for a
classification problem. Let us consider a data set D with features f1, f2, ..., fn
and classes c1, ..., cm. Each feature has a pre-defined certain number of linguistic
terms. Similarly, quantifiers, such as many, most, and almost all, are defined.

Now imagine there is a classification model M that predicts that a point x
belongs to a class ck. An explanation as proposed by us is an extended summary
of the data set D of the following form:

QRy’s are ck (5)
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where R is a subset of features and linguistic terms that best describe the
point x connected with the conjunction and, e.g. “new and sporty cars”. In
other words, R is the subset of feature-linguistic term pairs (fi, ltij), such that
argmaxj(ltij(x(fi))). The summarizer is a crisp set of all elements that are of
class ck in data set D. The truth value is then calculated according to (4).

4 Experimental Setup

The following section describes the exemplary linguistic summaries that are cre-
ated for two publicly available data sets, which are described in Section 4.1.
Section 4.2 describes the exemplary linguistic summaries, while Section 4.3 out-
lines how an initial evaluation of the reception of these examples is conducted
by means of a semi-structured interview.

4.1 Data Sets

The two data sets used for the creation of the linguistic summaries are well-used:
the iris data set and the glass identification data set from the machine-learning
repository of the University of California, Irvine (UCI) [14].

The iris data set [16] consists of 150 entries of different plants, 50 for each of
the three possible types Iris Setosa, Iris Versicolor and Iris Virginica. Each flower
is described by four attributes, namely the sepal length and width as well as the
petal length and width. This data set is chosen because of its simplicity in terms
of both the number of features as well as the low comprehension complexity.

The glass identification data set [15] in turn consists of 214 entries of glass
samples, with six possible types it can be classified as. Each glass sample is
described by nine different attributes, eight of them being the “weight percent
in corresponding oxide” for different elements, the ninth being the refractive
index of each sample. This data set is chosen because in comparison to the iris
data set it contains more features and classes.

4.2 Explanation Examples

Linguistic summaries are calculated for five different exemplary data points,
three from the iris data set and two from the glass data set. For three out of
these five data points, an additional linguistic summary is created to allow for a
preference evaluation between different types of summaries, resulting in a total
of 8 linguistic summaries. The reason for this is to present the participants with
a choice for preference in order to inquire what aspects of a linguistic template
they put more emphasis on.

For both of these data sets, a binary, multi-class decision tree is trained in
Matlab, testing out the minimum number of leaf node observations in the range
of 1 to 20, resulting in an accuracy of 0.91 and 0.79 for the iris and glass data
set, respectively. The linguistic summaries are based on the classification results
from these models.
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Fig. 1. The scatter plot of the iris data set and selected points to be explained

A scatter plot of the iris data set and selected points for which explanations
were generated are shown in Figure 1. Also, a scatter plot of the glass data set
and selected points for which explanations were generated are shown in Figure 2.

The quantifiers for the linguistic summaries can be described with multiple
linguistic terms defined with open-right trapezoidal fuzzy membership functions
of the following form:

OpenR(x, a, b) = max

(
min

(
x− a

b− a
, 1

)
, 0

)
, (6)

with x being the feature value, and a, b parameters describing the left half of the
trapezoid and set by the authors.

We use six linguistic terms as quantifiers, listed here in order of increasing
magnitude/meaning:

– Quite some, with a = 0.4 and b = 0.45

– At least half, with a = 0.5 and b = 0.55

– Many, with a = 0.6 and b = 0.65

– At least three quarters, with a = 0.7 and b = 0.75

– Most, with a = 0.8 and b = 0.85

– Almost all, with a = 0.9 and b = 0.95
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Fig. 2. The scatter plot of the glass data set and selected points to be explained

The wording is chosen purposefully as a mix between concise and ambiguous
linguistic quantifiers in order to evaluate the possibly different perceptions be-
tween the two types. The parameter values have been chosen in steady decline
in order to have an evenly spaced interpretation for the quantifiers.

The features of the data sets can be described with three linguistic terms
defined with trapezoidal membership functions of the following form:

Trapezoid(x, a, b, c, d) = max

(
min

(
x− a

b− a
, 1,

d− x

d− c

)
, 0

)
, (7)

with x being the feature value, and a, b, c, d parameters describing the four points
of the trapezoid and set by the authors.

For the purpose of simplicity, we use the same three linguistic terms (small,
average, long) to describe each (normalized) variable. Their membership func-
tions are:

– Small/low, with a = 0, b = 0, c = 0.2, d = 0.4
– Average, with a = 0.2, b = 0.4, c = 0.6, d = 0.8
– Long/high, with a = 0.6, b = 0.8, c = 1, d = 1

A qualifier R can concern several features that are combined with a conjunc-
tion like “and”, for instance low f1 and high f3. Again, the wording is chosen with
the purpose of clearly describing the two extremes of the values for each feature,
with a distinction between the two data sets of iris and glass, respectively.
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Example 1 Iris data set:
“Almost all flowers with a small petal length are Iris Setosa.”
This linguistic summary is chosen because of the clear meaning of the quan-

tifier as well as the little number of features included in order to allow for a
straightforward opening of the interview.

Example 2 Iris data set:
“Most of the flowers that have an average petal length and an average petal

width are Iris Versicolor.”
This linguistic summary is chosen as a transition from a concise to an am-

biguous quantifier. Additionally, another feature is added to investigate if the
number of features has an influence on the explanation assessment.

Example 3 Iris data set:
“Almost all flowers with long petal width are Iris Virginica.”
(validity of summary: 0.73)
OR
“Most of the flowers with long petal width are Iris Virginica.”
(validity of summary: 1)
For this example, two linguistic summaries are chosen in order to inquire

about preference for a specific explanation. While both concise and ambiguous
quantifiers were evaluated on their own before. For this example they are con-
trasted to investigate whether either the quantifier or the validity of a summary
is regarded higher.

Example 4 Glass data set:
“Many of the glass particles with high Mg and low Al measurements are

from float processed building windows.“
(validity of summary: 0.27)
OR
“Many of the glass particles with an average refractive index, high Mg, low

Al and average Si measurements are from float processed building windows.“
(validity of summary: 0.79)
Similar to the previous example, we are interested in whether the number

of features or the validity of the summary is regarded higher while keeping the
quantifier constant.

Example 5 Glass data set:
“At least half of the glass particles with high Mg and average Al measure-

ments are from non float processed building windows.“
(validity of summary: 0.42)
OR
“Quite some of the glass particles with high Mg, average Al, low Ba and low

Fe are from non float processed building windows.“
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(validity of summary: 1)
In this last example and similar to Example 3, we are again interested to

see whether rank-wise similar quantifiers with their respective validity have an
impact on the assessment, while also considering a difference in the number of
features presented in the summary.

4.3 Evaluation Method

To evaluate the chosen linguistic summaries, a semi-structured interview is con-
ducted. For this, nine different participants were interviewed on an individual
basis. All of them can be classified as AI experts, defined by their specialization
in education, holding a more than intermediate knowledge in either an AI, ma-
chine learning or algorithms study and design field, with an age range from 22 to
31. For evaluation of the examples as defined in the previous section, we decide
on five selected aspects, which are judged with the help of a 5-point Likert scale:

– Understandability
– Usefulness
– Trustworthiness
– Helpfulness
– Confusedness

The interview is structured as follows:
First, an introduction to linguistic summaries and fuzzy membership func-

tions is given. Then, the list of quantifiers without their absolute meaning is
given to the participants as a ranked list from highest to lowest magnitude. It
is on purpose that the participants will only receive the list of quantifiers with
their relative meaning, rather than the absolute meaning in order to evaluate a
possible discrepancy in perception of concise and ambiguous quantifiers.

Next, an instruction follows, indicating that there will be 5 example linguistic
summaries for two different data sets. For each of these examples, they will
be asked for a judgement of the previously listed five aspects, and possibly a
selection of preferred summary, where applicable. Additionally, the participants
are told that they will be prompted to yet undefined open-ended questions based
on their chosen ranking of these five aspects.

The interview then proceeds by giving a short introduction of the iris data
set, followed by the first three examples and their respective questions. Finally,
the glass data set is briefly introduced as well, again followed by the last two
examples and their respective questions as well.

5 Results

After having asked the participants to rate the presented linguistic summaries
for the five aspects as mentioned in Section 4.3, the results are discussed in
Subsections 5.1 to 5.5, respectively, as well as the preference option in Subsection
5.6. While not statistically significant due to the small sample size, these results
still show an indication of how well the examples are perceived in the different
aspects.
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5.1 Understandability

In general, the linguistic summaries were well received, with the best summary
scoring an average of 4.55 on a 5-point Likert scale and the worst summary
scoring 3.77 on average. The most understandable summary was the linguistic
summary from Example 1, which can be accounted towards its clear interpreta-
tion of the quantifier “almost all” for all participants and low number of features.
The least understandable summary stems from Example 4, as the participants
had difficulties with understanding both the reduced quantifier and the fact that
none of the summaries were 100% valid. Many participants noted that they like
the clear structure of the summaries, which still leads to understandable expla-
nations when the number of features rises, as showcased by the second option in
Example 5, which received an average score of 4.22 while containing 4 features
in its summary.

5.2 Usefulness

The usefulness was similarly high for Examples 1 to 4, with an average score
around 3.69. The least useful is from Example 5, with an average score of 3.11.
The reason for Example 5 not scoring very well was accounted to the fact that the
quantifiers were too small to deduce any meaning from it. Many participants even
questioned the purpose of the existence of such a summary. However, the scores
of this criterion are the lowest. This can be accounted to the fact the participants
felt like they lacked a more clear definition of the meaning and range of both
quantifiers and qualifiers. They would prefer to have more additional information
to decide better on the explanation’s usefulness.

5.3 Trustworthiness

Similar to the usefulness, Examples 1 to 4 scored similarly high with regards to
trustworthiness, with an average score of 4.16. Just like before, Example 5 and
its low quantifiers were not well perceived when it comes to how trustworthy
this explanation is deemed as, resulting in the lowest average score of 3.33.
Interestingly, when the validity does not reach 100% as in Example 4, it is
still rated similarly high as linguistic summaries that did reach a validity of
100% (Example 1 to 3). This is due to multiple factors, one of them being the
cautiousness about the high number, since “nothing ever in life is 100% sure”,
as one participant noted. Another factor is that some participants were missing
more background information about the meaning of the qualifiers, so they could
not trust that they had the same interpretation of the meaning as the underlying
definition of the linguistic terms set by the authors.

5.4 Helpfulness

The most helpful summary is the explanation from Example 1, with an average
rating of 4.0. Participants noted the concise and short sentence and especially
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liked the used quantifier for this statement. On the contrary, they disliked the
summary from Example 4 the most, with an average score of 2.89. Similar to
before, the reasoning here was based on the lower validity of both options, even
though one participant appreciated “the fact that it does tell you that it is not
fully valid is helpful, which can be a valuable insight in combination with other
explanations”.

5.5 Confusedness

In line with the results concerning the understandability of the summaries, the
summary from Example 1 was the least confusing, with an average score of 1.11.
Again, Example 4 was the most confusing for all participants with an average
score of 2.91, followed by Example 5. The reason why Example 5 was scored
similarly confusing as Example 4 is because many participants did not see the
purpose of a statement with such a low quantifier. A participant noted that for
them, “a summary that sums up only around half the data points, if not even
less, seems no better than random”.

5.6 Preference Options

Focusing on the preference options, the results were clear. All of the nine par-
ticipants favoured the second option in Example 4, with the main reason being
the higher validity. Upon inquiry, the participants noted that even though the
quantifier was of the same level, there are still many unknown factors in both
sentences, as the quantifier was an ambiguous one and they lacked more defini-
tion for the linguistic representation for the qualifier, hence they relied mostly
on the validity.

For the other two preferences, the results were less strong, but still highly
indicative, as both second options in Examples 3 and 5 were chosen by a majority
of two-thirds. For Example 3, all participants that favoured the second option
mentioned the fact that even though the quantifier is smaller than in the first
option, they would rather rely on a more accurate but defined explanation.
Therefore, the validity has a higher relevance to them, as the first options leaves
too many assumptions unanswered. For Example 5, the reasoning was similar,
as the participants would rather be sure of the subpart of the data that is
summarized, than “having covered more ground but with a higher uncertainty”.
However, multiple participants noted that while they preferred the second option
and appreciated the small, but confident insight it gives, this does not mean that
they find it as useful or helpful as previous explanations.

In general, it can be seen that the validity has the highest relevance when it
comes to rating an explanation, as the preferred summaries always came with the
greater validity of the two presented options. Upon inquiry about the features,
some of the participants liked the shorter sentences that come with a reduced
number of features, other participants were glad about additional specificity
that comes with a higher number of features. Both parties agreed nevertheless
that the structure of these explanations makes them still well understandable,
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regardless of the number of features used in the sentence. However, they did note
again that there should be more information about the linguistic representation
of the qualifiers in order to judge it better.

6 Conclusion and Future Research

In this paper, we investigated the explanatory power of linguistic summaries for
the results of two different classification problems. We collected the opinions of
several potential users, which are knowledgeable about AI, concerning the per-
ception of these types of explanations. The initial evaluation looks promising for
the linguistic summaries to be used as explanations for (classification) patterns.

In general, the verbalized explanations in the form of linguistic summaries
were well perceived by all participants. However, it was noted that they struggled
with balancing not only the validity and the meaning of the quantifier but also
the meaning of the qualifier for the features. While the concise quantifiers were
easier to work with, they specifically struggled with the ambiguous ones, as
they lacked a more precise indication of how many data points these quantifiers
summarize, even though the ranking of all quantifiers was given to them. In
order to make the explanations better, the consensus was that either only more
precise quantifiers are used, or directly making use of the linguistic representation
of percentiles (i.e. “about 60%” instead of “many”) with a domain-appropriate
division, as proposed by two of the participants. As seen by the outcome of the
preference options, the participants strongly favour explanations that feature a
high validity of the summary. With this, only the meaning of the quantifiers
is left open to interpretation. Here, the opinions of the participants diverted.
While some would prefer longer sentences, that clearly describe the range of the
quantifiers more, other participants do not wish to have even longer sentences. It
has to be investigated further how the quantifiers can be used better to increase
the perception of the explanations. A suggestion that has been named by some
of the participants is to enumerate the respective linguistic terms and feature
pairs to allow for better comprehension.

One of the limitations of this research is the small set of participants that were
interviewed. However, it already indicates the potential linguistic summaries
have as a means of explanation. Moreover, currently the linguistic summaries
presented to the users were handpicked from a set of possible summaries. In
future research, more extensive user evaluation should be performed, as well
as to propose a selection method for the best linguistic summary explanation.
Furthermore, more complex data sets have to be investigated to see what kind
of impact different types of data and feature distributions have on the user’s
perception of these forms of explanations.
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Żurada, J. (eds.) Knowledge Discovery for Business Information Systems, pp. 129–
152. Kluwer, Boston (2001)
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