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The Sudoku Assistant app is an Al assistant that uses a combination of ma-
chine learning and constraint programming techniques, to interpret and explain a
pen-and-paper Sudoku scanned with a smartphone. Although the demo is about
Sudoku, the underlying techniques are equally applicable to other constraint
solving problems like timetabling, scheduling, and vehicle routing.

System overview

Digit classification - prediction After a picture of a Sudoku puzzle is taken with
the app, the picture is segmented into 81 cells. A pre-trained convolutional neural
network (CNN) is then applied to each cell in order to make a digit prediction.
For each cell, the output of the CNN is a probability distribution over the 10
possible values: digits 1-9 and the empty cell value.

Classification and Solving After the probability distributions have been pre-
dicted, a naive approach would simply assign to each cell the value with which
the largest probability has been associated (i.e., the argmax). This partial Su-
doku can then be given to a constrained satisfaction (CSP) solver, together with
the puzzle constraints, to obtain the full solution. However, consider that with
this approach, even a CNN with an accuracy of 99% would lead to a correct
solution only approximately 0.993! = 44% of the time. This is the case because
even a single misclassification almost always leads to a wrong solution or no
solution at all.

Error correction - hybrid of prediction and reasoning Therefore, we proposed
an alternative approach in [4], which features a deeper integration of the digit
classification and the reasoning required to solve the Sudoku puzzle. This ap-
proach is schematically shown in Fig.1. The main idea is to not provide the
constraint solver with merely the argmax prediction for each of the Sudoku’s
cells, but rather with the full distributions outputted by the CNN. It is then
tasked to find the maximum likelihood solution that satisfies the Sudoku con-
straints, given the class probabilities. Thus, the solver now solves a constrained
optimization problem (COP), rather than a CSP. Effectively, our hybrid ap-
proach allows the reasoning to correct some of the mistakes made by the CNN
classifier. This allows it to solve significantly more Sudoku problems correctly
compared to the naive approach.
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Fig.1: The hybrid prediction-and-reasoning approach.

Providing hints - reasoning A user might be stuck during the solving when faced
with a challenging Sudoku. The Sudoku Assistant showcases a hint mechanism
that provides the easiest next move among all empty cells. The provided hint
highlights which existing digits and constraints can be used to derive that cells
value. To make sure the provided hints are easy to understand, we rely on a
cost function that should approximate human understandability, e.g., taking the
number of constraints and digits into account, as well as an estimate of their
cognitive complexity. The underlying technology for computing the hints uses
a constraint solver to find an Optimal Unsatisfiable Subset (OUS) of a derived
unsatisfiable formula for (the negation of) each of the empty cells [1,2].
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Fig. 2: Camera picture of a sudoku (a) with predicted probaiblities for the 81
cells (b). Error correction (in red) by the hybrid of prediction and reasoning (c).
Visualisation of the hint (d) where the highlighted constraints (blue boxes) and
given digits (yellow cells) derive a new value at the puzzle piece.

Implementation The app is implemented in React-Native. All neural network
and constraint solving computations happen on a remote server. The CNN is
composed of a VGG-inspired network [7], pre-trained on the Street View House
Numbers dataset [5]. The last layer is replaced by a two-layers fully-connected
neural network, tuned for our classification task using labeled data acquired
from the app. All neural networks are implemented with PyTorch 1.10 [6]. All
reasoning (the hybrid reasoning and explanation generation) is implemented in
the CPMpy 0.9.9 constraint solving environment [3].
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