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Abstract. Job scheduling is a central element of our society. While this
problem has been actively researched by the field Operations Research
(OR), yielding good algorithms, these solutions are usually not generaliz-
able across different problem instances. They also tend to behave poorly
when there is uncertainty during execution. In this thesis, we research
whether dispatching rules that generalize to groups of similar problem
instances can be learned through Reinforcement learning. To leverage the
complex structure of a Job scheduling problem we designed a graph rep-
resentation of the problem. We then used a combination of Graph Neural
Networks (GCN) and Multi-Agent Reinforcement Learning (MARL) to
improve on existing dispatching rules. We found that the technique gen-
erates shorter schedules on average than popular dispatching rules for
multiple families of problems.
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1 Introduction

Scheduling problems are a fundamental part of our economy. Take, for example,
a car manufacturer that builds several car models. Numerous machines and
processes are involved and scheduling will be very important to make full use of
the infrastructure and to improve efficiency. This research focuses on the popular
Job Shop Scheduling Problem (JSP) [1]. The goal is to find generalizable rules
that generate efficient schedules for a family of similar instances. This means
that the technique should create schedules that are as short as possible, yet
able to adapt to uncertainties during execution. The JSP has been studied for
several decades and is thus a problem for which many solution methods already
exist. In this thesis, we focus on combining both the scheduling and execution
phases. Other areas of research focus on methods that distinguish between the
two phases. Although techniques that combine both phases generally produce
less efficient schedules, these techniques are much faster and more resilient to
uncertainties during execution.

2 Methods and Experiments

The JSP can be represented by an inter-agent graph, which is defined by the
machines and the jobs of the scheduling problem. The machines are the nodes,
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and the paths of the jobs form the edges. In this thesis, we explore the idea
of representing dispatching rules with a Graph Convolutional Neural Network
(GCN) [3]. A GCN is a type of neural network that can leverage the graph
structure of its input. Additionally they have the capacity to generalize well and
inference of a neural network is very fast. This means that these rules can contain
very complex logic, while still maintaining the robustness of a simple dispatching
rule. Figure 1 shows a visual representation of the procedure. The GCN extracts
information from the inter-agent graph at each time step. This information is
then used by the GCN to determine the next action for each machine. This results
in a reactive schedule, which is a schedule that can react to uncertainties during
execution. An adaptation of Graph Convolutional Reinforcement Learning [4]
is used to train the GCN, which uses Deep Q-Learning [8] as general training
procedure.

The experiments are divided into three parts. A case study on the ft06 bench-
mark [5], followed by experiments on the Lawrenche benchmarks [6], which are
considered harder than the ft06 benchmark. We end with some preliminary ex-
periments on curriculum learning [7]. The most commonly used priority dis-
patching rules [2] are used as a comparison for all experiments. For example,
MWKR (Most Work Remaining) and FIFO (Fist In First Out).

Fig. 1. The inter-agent graph is the input to the GCN at each time step, and creates
a reactive schedule.

3 Results and Conclusion

The ft06 case study produced some promising results. On average, the trained
model on the single benchmark generated shorter schedules than the dispatching
rules for all derivatives of this benchmark, ranging between 10 and 80 jobs per
instance. The same set of experiments was conducted with the Lawrence bench-
mark. The results are less significant, yet the generalizable qualities were still
evident. The preliminary experiments on curriculum learning showed no signifi-
cant improvement. However, extending the curriculum could be very interesting
for future research. We conclude that there is potential in using Graph Convolu-
tional Reinforcement Learning to learn complex dispatching rules for scheduling
problems, especially when looking for a rule that generalizes well on multiple
similar problems.
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