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1 Introduction

This study1 introduces a novel method for incorporating temporal reasoning
in an evidence-based fact-checking model. Inspired by Allein et al. [1] who en-
forced explicit temporal relations during model training, we let a model implicitly
reason over temporal relations between a given claim and its accompanying set
of evidence documents. The fact-checking model presented by Augenstein et al.
[2] serves as baseline, which we enrich with temporal reasoning abilities. This is
done by modifying the contextualised representations of the claim, hc, and the
evidence documents, he, using learned time embeddings.

2 Implicit Reasoning over Temporal Relations

Grounding claims and evidence in time We divide a claim and its evidence
documents into buckets according to the time difference between the claim and
evidence document in terms of publication date (E1) and/or time references
available in their text (E2) (see Figure 1). Publication dates are available in the
metadata (for claims) or deduced from the beginning of the text (for evidence).
Claims and evidence documents lacking a publication date are assigned to special
buckets. We use HeidelTime [8] for extracting time references in both claim and
evidence text. Every time bucket k implies a time attribution vector which has
the same size as hc and he, and which is updated during model training.

Expansion 1: Publication date of the evidence (E1) Time-aware claim or evidence
representations are obtained by taking the weighted sum of hc or he and the
attribution vector of the time bucket where the claim or evidence pk belongs to,
with hyperparameter α:

h∗
c ||h∗

e = hc||he + αpk . (1)

Expansion 2: Time references in claim and evidence text (E2) In this expansion,
a claim or evidence can belong to zero or multiple time buckets as multiple time
references can be extracted from the text. To obtain time-aware representations,
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the weighted sum is taken of hc or he and the average of the set of S attribution-
vectors tk of the buckets the claim or evidence are part of:

h∗
c ||h∗

e = hc||he + β

∑
k∈S tk

|S|
. (2)

Expansion 3: Combining E1 and E2 Both expansions are combined using the
following weighted sum with hyperparameters α and β:

h∗
c ||h∗

e = hc||he + αpk + β

∑
k∈S tk

|S|
. (3)

Claim: From                                                                            ,Australians will begin receiving survey forms for the Australian Marriage Law 
Postal Survey, which the Government has commissioned in place of a plebiscite.
Title: Fact check: Is Australia the only advanced English-speaking country without same-sex marriage?
Publication date: 

Evidence 2:    
Title:   'Report on the conduct of the Australian Marriage Law Postal Survey’
Publication date: 
Text:                                          … Particular effort ... The ABS is  
Australia's national statistical agency,providing trusted official  Survey  
collection was open between                                                                                and 

Map to

Time bucket

30 november 2017

Mid-September | 1-30 september 2017

Nov 7, 2016 | 7 November 2016

12 September 2017 |12 September 2017

7 November 2017 |7 November 2017

740 - 361 days before claim 

144 - 42 days before claim 

41 - 6 days before claim 

Evidence 1:    
Title:   'Fact check: Is the same-sex marriage survey a 'completely novel' idea?' 
Publication date:
Text:                                                                    ...  Is it correct that Australia …Aug 21, 2017 | 21 Augustus 2017

Publication date

Time entities in text

145 - 35 days before claim 
21 Augustus 2017

568 - 323 days before claim 
7 November 2016

Publication date claim available

Fig. 1. Example of the division of the claim and evidence in time buckets according to
the publication date (E1) and time-entities in the text (E2)

3 Results

Table 1. Aggregated test results for the veracity prediction task in Micro and Macro
F1, with improvement difference according the base model as subscript.

BiLSTM DistilRoBERTa
Micro F1 Macro F1 Micro F1 Macro F1

baseline (no time) .5520 .3239 .6952 .5532

+ publication date (E1) .6006 +8.8% .4271 +31.9% .6973 +0.3% .5608 +2.7%

+ in-text time references (E2) .6089 +10.3% .4425 +36.6% .6882 −1.0% .5744 +3.8%

+ E1 and E2 .6417 +16.3% .4743 +46.4% .6947 −0.1% .5739 3.7%

We conduct experiments on the MultiFC dataset [2], which contains a large
variety of fact-checked claims accompanied by evidence documents from the
Web. We also experiment with two encoding architectures, namely a bistacked
BiLSTM or a DistilRoBERTa2 model. Table 1 shows the average test results
across all fact-check domains for the veracity prediction task. For both the BiL-
STM and DistilRoBERTa model, the evidence documents sharing the same time
bucket have similar label preferences. This is shown by the fact that the Spear-
man’s rank correlation coefficient between the label ranking of the evidence in
the same bucket is higher than those not in the same bucket for both models.

These results show that implicit reasoning over temporal relations further
improves fact-checking in comparison with explicit methods [1, 3]. We hope this
encourages others to apply other temporal reasoning methods [4, 5].

2 Fine-tuned starting from pretrained weights [7, 9, 6].
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