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Grounded language processing is a central component in many arti�cial in-
telligence systems as it allows agents to communicate about their physical sur-
roundings. Given its importance, tasks involving this issue are researched exten-
sively, typically using deep learning techniques that perform end-to-end map-
pings between natural language expressions and representations grounded in
the environment. A popular task for measuring grounded language processing
is visual question answering, as it requires grounding of natural language ques-
tions into their accompanying image. While neural architectures achieve high
state-of-the-art results on VQA benchmarks, they are often criticized for their
reliance on large amounts of training data, their closed nature, and their lack of
interpretability (Agrawal et al., 2016). As an alternative, this thesis proposes a
fully explainable, data-e�cient architecture for open-ended grounded language
processing that can be applied to visual question answering.

The architecture is based on two main components. The �rst component com-
prises an inventory of human-interpretable concepts learned through task-based
communicative interactions, as proposed by Nevens et al. (2020). In each inter-
action, a tutor and learner agent work together to complete a common task and
reach communicative success. To do so, the learner must identify the topic-object
in the scene, referred to by the tutor using a visual property that maximally dis-
criminates it from the other objects in the scene. Through these interactions,
the learner learns which feature streams are important for each concept, and
what their prototypical values are. The resulting concepts therefore connect the
continuous sensorimotor experiences of an agent to meaningful symbols that can
be used for reasoning operations. The second component concerns a computa-
tional construction grammar that maps between natural language expressions
and procedural semantic representations. This grammar was implemented by
Nevens et al. (2019) using the framework of �uid construction grammar (FCG),
and contains 170 constructions that were tailored speci�cally for the CLEVR
visual question answering benchmark (Johnson et al., 2017). The outputted rep-
resentations are grounded in the environment through their integration with the
learned inventory of human-interpretable concepts.
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The CLEVR-dataset (Johnson et al., 2017) provides a benchmark for visual
question answering that limits statistical bias and measures true visual reasoning.
It does so by rendering synthetic images of geometric scenes, where co-occurences
of di�erent shapes, colors or materials are evenly balanced (Johnson et al., 2017).
To evaluate the architecture proposed in this thesis, a variation on this CLEVR
benchmark was used where each visual scene is represented as a combination of
continuous features. These features were either extracted using a Mask-R-CNN
or simulated using the ground truth annotations provided by CLEVR. Since
these simulated features are not based on the images themselves, the obtained
results in this condition cannot be compared directly to others on the CLEVR
benchmark. Instead, they serve as an indicator for the model's performance in
an ideal and noise-free environment.

Results of the evaluation show high results on the simulated features (96%
accuracy). In contrast to most neural architectures, our system can abstain itself
from answering questions it does not know the answer to, which increases its re-
liability. This is shown by the fact that in 84% of all incorrect cases, the system
did not provide an answer. The high results on the simulated features demon-
strate that the integration of a computational construction grammar with an
inventory of explainable grounded concepts can e�ectively achieve fully human-
interpretable grounded language processing.
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